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Numerical techniques applicable to the solution of low Mach number (M <0.1) fluid-acoustic problems are
addressed. Conservation equations applicable to this regime are derived by applying four simplifying assump-
tions to the fully compressible form of the Navier-Stokes and energy equations: isentropic state changes,
adiabatic flow, negligible density variation inertial terms, and Stokes’ hypothesis. The resulting equations,
termed acoustic compressible, are similar to the traditional pseudocompressible equations except for two
distinctions. Pseudocompressible solutions use artificially high Mach numbers for computational convenience
and neglect the pressure convection term in the mass conservation equation. Whether a psendocompressibility
method using physically correct Mach numbers can be used as a substitute for the more complex acoustic
compressible equation set is addressed theoretically and through the numerical solution of unsteady incompress-
ible and fluid-acoustic test problems. The results show that the pseudocompressibility method can be used to
recover temporal accuracy in incompressible problems as long as the characteristic time scales are sufficiently
faster than bulk flow time scales. The simulation of acoustic wave propagation through a shear layer shows that
temporal accuracy in the fluid-acoustic regime requires exact Mach number specification. Using the pseudocom-
pressible equations in this problem introduces spatially dependent propagation speeds and inaccurate eigensys-
tems. These discrepancies are of greatest concern at higher Mach numbers (M >0.1), and they appear to be due
to the neglect of the pressure convection term in the pseudo-compressible formulation.

Nomenclature p’ = pressure perturbation

In the body of the paper, symbols marked with a caret Re = Reynolds number, poUpL /p
(e.g., U) are dimensional. All other symbols (e.g., U) are ()s =isentropic condition
dimensionless. T = temperature

t = time

A, = x-direction convection Jacobian U(U) = velocity vector, magnitude
c = pressure wave propagation speed Us = reference velocity magnitude
Cac = acoustic compressible ¢ un = x-direction component of U
Cops = ¢ observed in numerical tests Uyp = upstream u at time index 7
¢ = pseudocompressible ¢ u = perturbation of u
Co = speed of sound v = y-direction component of U
e = specific internal and kinetic energy v’ = perturbation of v ‘
F = p’ amplitude function X = right eigenvector matrix of A4,
G = v’ amplitude function X = horizontal coordinate
h = specific enthalpy y = vertical coordinate
i N g = pseudocompressibility factor
k = wave number K = shear layer problem eigenvalue
kr = thermal conductivity A = wavelength
L = characteristic length A = cigenvalues of A,
M = Mach number, U/c 7 = absolute Vviscosity N
M, = reference Mach number, Uy/c, I = second viscosity coefficient
M, =Mach number aty =1 o = density '
M' =dM/dy Po = reference density
p = pressure T = shear stress tensor
DPrack = back pressure ¢ = phase lag
De = imposed pressure fluctuation @ = frequency
Pres = reference pressure We = critical frequency

n _ . .

= referenc r ; ) ) )

i °+ — pressure term defined 11?1 Eq. (15) HIS paper addresses techniques for simulating fluid-
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acoustic phenomena in subsonic flow of low compress-
ibility fluids. A fundamental aspect of fluid acoustics is the
wide spectrum of relevant physical time scales and propaga-
tion speeds. In a problem with a predominant length scale of
order L, bulk flow fluid transients evolve with a time scale on
the order of L/U. Acoustic waves have time scales on the
order of L/é The ratio of these time scales is the Mach
number (M = U/é).
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M can be used to categorize flow regimes. In high M (> 0),
aeroacoustic problems, bulk flow velocities and acoustic wave
propagation speeds are of similar magnitude. This implies a
conservation equation set with a relatively narrow range of
eigenvalues or low “‘stiffness.”” This similarity of time scales
allows efficient numerical tracking of both pressure propaga-
tion and bulk flow transient evolution. The simulation chal-
lenges in this regime are due-to shock waves, viscous dissipa-
tion, and nonisentropic thermodynamic processes which are
negligible in low speed flows.

Unsteady, low M (< 1) flows are characterized by a wider
range of time scales. Whether all time scales are important is
problem dependent. Consider the following three approaches
to unsteady, low M problems. The first is incompressible flow
in which the bulk motion temporal behavior is of interest and
pressure wave propagation is of no concern. Pressure can be a
function of time and space in these problems but pressure
wave propagation speeds are limited to convective velocities
(e.g., Tollmein-Schlichting waves). The second category is
decoupled fluid-acoustic analysis. This approach is exempli-
fied by Lighthill’s acoustic analogy' in which acoustic source
production is due solely to incompressible turbulent flow ef-
fects (Reynolds stresses) but propagation and dissipation of
these waves through the fluid is modeled independently of the
fluid dynamics. Hence, the fluid dynamics and the acoustic
dynamics do not ‘‘interact.”” Current computational methods
have been applied successfully to both of these approaches.?

The third category of problems involves coupled fluid mo-
tion and acoustic phenomena. Examples include acoustic con-
trol of boundary-layer transition,’ the interaction of edge-
tones,® and the harmonic feedback observed in vortex
shedding from transitional flow over an airfoil.” In the latter
example, which has been observed experimentally but never
simulated from first principles, an acoustic signal due to the
shedding of Tollmein-Schlichting instability waves at the air-
foil trailing edge is modified to yield distinct tonals due to the
interaction of the acoustic waves with the instability receptiv-
ity zone upstream on the airfoil surface.

The next section addresses conservation equations and their
implications. It includes the description of an equation set,
termed ‘‘acoustic compressible,”’ which might be viewed as a
compromise between the incompressible and fully compress-
ible flow assumptions. The acoustic compressible equations
are similar to the traditional pseudocompressible equations
except for M assumptions (pscudocompressibility factor) and
the retention of the pressure convection term in the former.
These differences are investigated theoretically and through
numerical experiments using a pseudocompressible code.

II. Conservation Equation Sets: Physics and Numerics
A. Background

The fully compressible Navier-Stokes equations combined
with energy conservation and an equation of state [Eqgs. (1-5)]
constitute the correct starting point for fluid-acoustic analysis.
The equations are presented in two-dimensional, Cartesian
coordinates for ease of explanation, and extension to other
coordinate systems does not introduce new concepts.
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These equations imply that density variations are significant
for both state changes and inertial effects, that energy conser-
vation must include flow work and viscous dissipation, and
that processes are tightly coupled through the equation of
state. They are a hyperbolic-parabolic mathematical system,
and the eigenvalues of the x-direction, inviscid flux Jacobian
are i, 4 + ¢, and 4 — ¢ with analogous values in the y direc-
tion. The propagation speed ¢ appearing in the eigenvalues is
not a function of local bulk velocity #. The numerical solution
of these equations becomes less tractable at low M (<0.1)
since the various matrices associated with the discretized prob-
lems become ill conditioned.

Subsonic, low compressibility flows (e.g., water) allow cer-
tain simplifying assumptions. These may be understood by
writing Eq. (1) in the form
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If an isentropic state relation
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is substituted into Eq. (6) the following expression resuits:
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It contains three terms: the local time rate of change of pres-
sure, the change of pressure due to the dilation of the flow,
and a ‘““pressure convection’’ term.

Equation (8) can be used to put existing solution methods
into perspective. For example, if ¢, is assumed to approach
infinity, Eq. (8) becomes the incompressible constraint
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Equation (9), taken together with a momentum equation
which ignores density changes in the inertial terms (Boussinesq
assumption), can be solved numerically using ‘‘pressure cor-
rection’’ techniques.?®® These methods require auxiliary equa-
tions to link pressure and velocity since Eq. (9) removes the
direct connection between these primitive variables. The in-
compressible equations can capture unsteady fluid motion,
but acoustic pressure dynamics are lost. Hence, they are not
applicable to coupled fluid-acoustic analysis.

B. Pseudocompressible Equations

A second class of solution techniques is obtained if only the
third term of Eq. (8) is ignored and the second term is modi-
fied by replacing the physical term 5¢2 with a control parameter

usually represented by the symbol 3
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where § is the “‘pseudocompressibility’’ factor. In the pseudo-
compressibility equations, pressure and velocity are linked
directly. The control parameter § is reduced from its physical
value (equivalent to artificially increasing M) in order to re-
duce equation set stiffness. The basic concept was developed
by Chorin'® for the steady-state solution of the incompressible
Navier-Stokes equations. The steady-state solution procedure
is to solve the system using a false transient approach continu-
ing in pseudotime until the pressure time derivative approaches
zero, which in turn implies a divergence-free velocity field.



1986 MANNO, REITSMA, AND TUREAUD: LOW MACH NUMBER FLUID-ACOUSTICS

If the technique is applied to fluid-acoustic problems, by
advancing the pseudocompressibility equations in real time,
accuracy would be compromised because of distortion of the
relative pressure wave to convective time scales. Consider that
the pseudocompressible x-direction, inviscid flux Jacobian
and its eigenvalues are

0 B O
Ay= |1/6 24 0 (11a)
0 Vv 4
A =1, 4 =Va2+B/p =4, 4 + &y (11b)

These characteristics are different than those of the fully com-
pressible equation set in that the effective propagation speed
712 + (3/p depends on the x component of the local velocity u.

C. Acoustic Compressible Equations

Altering propagation speeds and neglecting the pressure
convection term cannot be assumed to be appropriate for
fluid-acoustic simulation. These deficiencies could be ad-
dressed by using Eq. (8) in its entirety coupled to a Boussinesq
momentum conservation equation in which Stokes’ hypothesis
is invoked. (The bulk coefficient of viscosity, 4’, is unimpor-
tant for frequencies below several kilohertz.!') These assump-
tions define the acoustic compressible equations. If the equa-
tions are nondimensionalized using a characteristic length L, a
reference velocity [, a characteristic time (L / Up), a reference
density gg, and a reference pressure ,6063, the result is
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A flux form is used in fluid-acoustic problems because it
allows the utilization of hyperbolic numerical solution meth-
ods such as flux differencing.'? This approach, although at-
tractive from most perspectives, introduces problems in treat-
ing viscous terms and in formulating boundary conditions.
Using Eqgs. (12-15), the x-direction, inviscid flux Jacobian of
the acoustic compressible equation set is

Ay= |—=—-u?2 2u 0 (16)

where M, = U,/&,. The eigenvalues are u, u + (1/My).

Whereas solving the acoustic compressible equations would
be computationally intensive for nonfluid-acoustic problems,
it does represent a reasonable model of pressure wave propa-
gation. Also, its simplifying assumptions may offer computa-
tional savings over a fully compressible formulation in low M,
fluid-acoustic problems.

D. Acoustic Compressible vs Pseudocompressible Formulations

Comparison of the acoustic compressible and pseudocom-
pressible equation sets shows that they are similar except for

inconsistent values of M and the omission of the pressure
convection term (U - Vp). These differences are reflected in
the eigensystems and the transport which they embody. Simi-
lar to the fully compressible equations, the acoustic compress-
ible ecigenvalues contain pressure wave propagation speeds
which are independent of the local velocity. In contrast, the
eigenvalues of the pseudocompressible equation set [see Eq.
(11b)] contain propagation speeds which depend on the local
velocity. The eigenvectors of the two equation sets are also
different.!?

The utility of the acoustic compressible approach can only
be assessed in practice. As a first step in this assessment, its
distinctions from pseudocompressibility can be gauged by us-
ing a pseudocompressibility code with 8 as a control parame-
ter. Relevant sensitivities include exacerbation of spatial trun-
cation errors due to high (i.e., physical) values of 3, increased
equation set stiffness, distortion of waves due to local velocity
dependent wave speeds, and pressure wave amplitude and phase
errors due to the neglect of the pressure convection term.

The DTNS code!* was chosen as the baseline pseudocom-
pressible code for these simulations. It is a finite-volume,
primitive variable code which produces steady-state solutions
of the incompressible Navier-Stokes equations using a
(pseudo-) time marching, hyperbolic algorithm. Thus, its basic
structure can be used for unsteady solutions if physically
reasonable values of 8 are employed. The code uses upwind
differencing schemes based upon the flux difference split dis-
cretizations described by Chakravarthy and Osher.!’ Flux lim-
iters were not invoked since they appear to distort the wave
propagation.

The original DTNS code utilized either explicit Runge-Kutta
or implicit, approximately factored time advancement al-
gorithms. It has been reported that approximate factorization
solutions combined with high values of 8 produce large tem-
poral truncation errors.!¢ Therefore, either explicit or nonfac-
tored, implicit techniques are required. Nonfactored, implicit
techniques have high computational overheads per time step
which makes them worthwhile only if large time steps can be
used. However, in fluid-acoustic simulations, the time steps
are limited to Courant-Friedrichs-Lewy (CFL) numbers (based
on the speed of sound) on the order of unity due to the need
to properly capture acoustic wave propagation. Hence, only
explicit methods are used. It should be noted that explicit
algorithms are more easily adapted to vector computer calcu-
lations. Finally, the code was modified in this work to allow
time-dependent boundary conditions.

III. Results and Discussion

This paper reports the results of the first three of an ongoing
series of test problems. The first problem is steady driven
cavity flow at low Re. Although it is neither unsteady nor
acoustic (at low Re), it is used to assess the impact of higher
values of 3 on the asymptotic truncation errors in the con-
verged solution. The second problem is an oscillating inviscid,
nonacoustic flow in a duct. It has an analytic solution if
incompressible flow is assumed. It is used to determine what
values of § are required for the pseudocompressibility method
to recover time-accurate results in the incompressible domain.
The third problem is the propagation of an acoustic wave
through a shear layer. This has an analytic solution which is
based on retaining the pressure convection term in the conti-
nuity equation. Hence, the pseudocompressible results can be
compared to the analytic solution and discrepancies between
the two can be assessed from the perspective of including
(acoustic compressible equations) or excluding (pseudocom-
pressible equations) the pressure convection term.

A. Driven Cavity Problem

Benchmark results for a square, lid-driven cavity at
Re = 100, which agreed with the published solutions,!” were
obtained using 8 = 1 and a uniform 153 x 153 grid. A sensitiv-
ity study of the effect of 8 was then undertaken using various
coarser grids. The value of 8 affects this steady-state problem
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by amplifying the truncation errors associated with the numer-
ical solution procedure. When using upwind, flux-difference
numerical procedures, 8 appears in the left and right eigenvec-
tors of the Jacobian matrix; hence, 8 influences not only the
continuity equation but the momentum equations as well.
Rogers!? found that truncation errors in the momentum equa-
tions grew as the square root of 3. Although similar trends
were noted in the set of calculations described herein, it was
also found that the errors introduced were negligible even at
high 8 ( = 10,000) when a reasonably fine grid was used.!? This
is important since fluid-acoustic problems usually require
finer grids than most other unsteady simulations.

B. One-Dimensional Channel with Variable Back Pressure

The second test problem is unsteady flow of an inviscid,
incompressible fluid through a one-dimensional channel sub-
ject to an oscillatory back pressure. This problem, which is
illustrated in Fig. 1, has been used by others to assess transient
solution methods.>!3 A constant total pressure (p, =p + pu?/2)
boundary condition is imposed at the upstream side (x = 0),
and the following time varying static pressure is set at the
downstream end (x = 1)

Poack = Po + PeSin(wt) amn

In this study, p; = 1.5, po= 1.0, and p, = 0.1. The flow and
pressure fields associated with w = 0 are taken as the initial
conditions.

In the limit of small pressure oscillations (p, < po), the
analytic solution? takes the following form:

u()=1- Pe 5 [sin(w?) — w cos(wt) + wexp(—7)]  (18a)
1+ w
. & = Dpew
px, 1) = pp + pesin(wt) + > [cos(w?)
14+ w
+ w sin(w?) — exp(—1)] (18b)

Equations (18a) and (18b) contain a decaying exponential
startup transient and asymptotic harmonic motion. Pressure is
a function of both x and ¢ whereas velocity is a function of #
only. Velocity is not a function of x due to the incompressible
assumption. From the analytic solutions, an expression for the
phase shift between pressure and velocity can be developed as
a function of w,

¢ = 180 deg — tan~!(w) (19)

At low values of w, pressure and velocity are completely out of
phase (defined as a velocity lead of 180 deg). At high values of
w, velocity leads pressure by 90 deg.

The computational grid consisted of square cells: 40 in the
streamwise x direction and two in the cross stream y direction.

ANANNANA
Poack()=Po+Pesin(wt)
K flow direction
- [
P, = const. Poack (1)
i3 1 1
LI L
0 .0125 1

Fig. 1 One-dimensional flow in a channel with time varying back
pressure, problem schematic.
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Fig.2 Comparisons of calculated vs analytic solutions for « = 10
using 8 = 10,000 at x = 0.0125.
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Fig.3 Comparison of calculated vs analytic solutions for w =10
using lower values of 8 at x = 0.0125.

All vertical gradients were set to zero at the upper and lower
boundaries. The constant total pressure upstream boundary
condition was implemented by specifying the static pressure at
the boundary based on the calculated velocity at the previous
time step

n+l

pup =Dt - l/zp(ugp)z (20)

An explicit time advancement scheme was used. The com-
putational time step was varied inversely with VB and the
one-dimensional CFL number (At~ 8 + u2/Ax) was set to ap-
proximately 0.50.

Computations were performed over a range of w and (. It
was expected that high values of 8 would be required to
approximate the infinite wave speeds of the incompressible
analytic solution. Also, higher values of 8 should be needed to
capture high-frequency phenomena whereas lower values of 8
should suffice to simulate low-frequency cases. Primitive vari-
ables at x =0.0125 (see Fig. 1) were monitored. Figure 2
compares calculated and analytic results for w= 10 using
B = 10,000. The agreement is excellent in both the initial tran-
sient and the asymptotic harmonic motion. Figure 3 shows the
same case (w = 10) computed at lower values of 3. Significant
departure from the analytic solution is apparent. The coupling
between pressure and velocity has been affected such that
du /dx is artificially high for a given dp /¢ [see Eq. (10)]. This
causes the velocity to overshoot the analytic value.

At the lower wave speeds (low values of j3), wave interac-
tions are observable. For example in Fig. 3 at ¢z = 0.35 for
B8 = 100, the unusual waveform is caused by the initial wave-
front traveling the length of the channel, reflecting off the
constant total pressure boundary, and interacting with an
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oncoming wave. In the incompressible analytic solution, these
interactions happen instantaneously. In the high 3 calculation
(see Fig. 2) these interactions are nearly instantaneous and are
not noticeable.

There is a finite signal transit speed associated with the
pseudocompressible solution. As shown in Fig. 3, the velocity
at x = 0.0125 remains undisturbed until the first pressure wave
reaches that point (i.e., ¢ = 0.2 for 8 = 50). Also, the velocity
response shows a noticeable delay compared to the analytic
solution (the low 8 curves are offset to the right) which persists
throughout the transient. In contrast, the conditions at
x = 0.0125 in the incompressible analytic solution are affected
instantaneously by the back pressure. The initial delay in the
computed signal response can be predicted by the characteris-
tics of the pseudocompressible equations. That is,

distance _ (1-0.0125)
(wave propagation speed — u) NB+1-1

time delay =

@1

Figure 4 shows a comparison between the predicted [Eq. (21)]
and observed time delays. Table 1 compares the observed
propagation speeds to the propagation speeds of the pseudo-
compressibility method [see Eq. (11)]. A column showing the
physically correct propagation speeds, as would be calculated
by the acoustic compressibility method, is also included. The
uncertainty in c.ps is due to numerical dispersion which dis-
torts the shape of the wave front and makes the determination
of wave timing difficult. In nearly all cases, the observed
propagation speeds agree, within uncertainty, with the ex-
pected pseudocompressible speeds. Pseudocompressibility
predicts nearly correct wave propagation speeds for problems
when the M is below 0.1 (i.e., §>100).

Figure 5 presents the phase shift between the velocity (at
x = 0.0125) and the back pressure. In the analytic incompress-
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Fig. 4 Comparison of predicted [Eq. (21)] vs observed signal transit
time delays.
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Table 1 Comparison of expected and observed propagation speeds

B Cobs Cpc Cac
1 1.433 +0.02 1.414 1.000
10 3.420 +£0.11 3.317 3.162
100 10.50 +0.60 10.05 10.00
1,000 33.27 £1.98 31.64 - 31.62
10,000 102.2 +3.00 100.0 100.0
100,000 326.9 +£6.30 316.2 316.2
1,000,000 1,025.0 +£21.0 1,000.0 1,000.0
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Fig. 5 Pressure/velocity phase shift as a function of « and 8.
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Fig. 6 Propagation of a planar acoustic wave through a linear gradi-
ent shear layer.

ible solution boundary condition time scales cannot be shorter
than the (infinite) pressure propagation speeds. When o is
small, the time scale of the pressure boundary condition is
long and low values of # yield accurate, ‘‘incompressible’
solutions. When w is increased, the time scale of the pressure
boundary condition becomes shorter, requiring higher values
of B. In other words, a value of 8 must be used that is high
enough to keep the wave propagation time scales sufficiently
shorter than other relevant problem time scales.

C. Acoustic Propagation Through a Shear Layer

The third test problem is the propagation of an acoustic
signal through a shear layer. This is a true fluid-acoustic
problem. An analytic perturbation solution to this problem
based upon the simplifying assumptions of a unidirectional,
unperturbed flow in the x direction was presented by Prid-
more-Brown,!? and to date this problem has only been solved
numerically using fully compressible assumptions.?® The ana-
Iytic solution includes the pressure convection term.

A problem schematic is shown in Fig. 6. The domain spans
only the shear layer, which is assumed to be of constant thick-
ness (height) over the horizontal extent. The baseline flow
condition is a horizontal velocity profile U(y), which rises
linearly from O at y =0 to the freestream M, at y = 1. Using an
isentropic flow assumption, the time-dependent perturbations
of horizontal velocity component (u '), vertical velocity com-
ponent (v '), and pressure (p ') obey the following equations:

1 fop’ U 6p’> [au’ v’
— += + — + =0
¢ < ot > c? < ax e dy

(22)
ou’ ou’ au 1 {ap’
+U +v' —+—|—)=0 23
ot ox v ay p0<3x> @3
av’ ov' 1 [(ap’
+U—+—{—)=0 24
o "V Po<d)’> =

This equation set is actually a perturbation form of the
acoustic compressible equations. The pressure convection
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term is the second term of Eq. (22). When Egs. (22-24) are
combined, a ‘““‘wave equation’’ of the form

1 (3%’ ?*p’ p’ 2M [’
_2< P2>=(1_M2)L2+ p __("*L>
¢y \ ot ox dy Co \0x0t

+ 20000 M <"’L> 25)
PoCo dy \dx

results. In the case of small perturbations, a solution of the
form

P’ =F(k, y) et (26a)
v’ =Gk, y) eitx—co (26b)

is applicable where F and G are amplitude functions. These
solutions have a linear dispersive form?! with a position inde-
pendent phase speed equal to ¢y/x. When Eq. (26) is substi-
tuted into Eq. (25) and Eq. (24) is used to eliminate G, a
second-order differential equation for the pressure amplitude
function F(x, y) results

&@F M’ [dF
— ) R R - kMY — F = 27
dy2+1—xM<dy>+ [(1 - My -#F=0 @7

where M’ =AM /3y . Equation (27) defines an eigenvalue prob-
lem in « subject to the boundary conditions that d¥/dy =0
at y =0 and y = 1. The eigenvalues are a function of wave
number (k) and M;. The solution of Eqgs. (26) and (27) provide
the analytic benchmark to which the pseudocompressible cal-
culations are compared. ‘

The computations were performed at a fixed wave number
(k =27) and a range of M,. The largest value of «, which
corresponds to the lowest propagation mode, was used. The
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Fig. 7 Comparison of analytic and calculated pressure transients at
x = A, ¥y =N2 for My =0.01.
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Fig. 8 Comparison of analytic and calculated pressure transients at
x = A,y = A2 for M = 0.50.

Table 2 Input parameters for linear gradient,
acoustic propagation problem

M, k I¢] K F(y=1)
0.01 6.28319 10000 0.99508 0.04685
0.05 6.28319 400 0.97680 0.03657
0.10 6.28319 100 0.95660 0.02760
0.20 6.28319 25 0.92236 0.01707
0.30 6.28319 11.11 0.89327 0.01153
0.40 6.28319 6.25 0.86724 0.00830
0.50 6.28319 4 0.84316 0.00624
1.05 = f W—j
N
1.04 ——6— Calculated, Ma =0.01
L — - — Analytic, Ma =0.01
X —a8— Calculated, Ma =0.5
1.03 — -8 — Analytic, Ma1=0.5
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Fig. 9 Comparison of analytic and calculated pressure profiles
across the shear layer at ¢ = 0.05 for Ma; = 0.01, and ¢ = 1.92 for
M = 0.50.

domain had unit height (i.e., Ymax = A = 1) and extended ap-
proximately 7.5 units horizontally. The horizontal length was
chosen to allow the transient to progress for approximately 5
wave periods without the wave front reaching the downstream
boundary. Cell dimensions of A/50 produced grid independent
solutions. The analytic solution was applied as the upstream
boundary condition at x = 0, a zero pressure gradient was
applied along the upper horizontal boundary, a slip condition
(equal # and p, and opposite sign but equal magnitude v across
the boundary cell interfaces) was applied along the lower
horizontal boundary, and the unperturbed linear velocity pro-
file was applied at the downstream boundary. A slip condition
at the lower boundary may appear contradictory to the shear
layer specification, but using the same approach as Pridmore-
Brown the shear layer is imposed as an upstream condition
and is preserved by the boundary conditions. The linear veloc-
ity profile was used as the initial condition in the field. The
maximum pressure perturbations were limited to 5%, which
fell within the linear range of the analytic solution. This max-
imum value always occurs at the wall (y = 0). The value of 8
was set to 1/M? and the solution was advanced in time using
a second-order Runge-Kutta scheme with a CFL number of
0.25. The appropriate eigenvalue «, the value of 8, and the
magnitude of the pressure perturbation specified at the edge of
the shear layer (y = 1) to achieve the 5% maximum perturba-
tions are listed in Table 2.

Figures 7 and 8 are time histories of the pressure at x =\,
y=N2(x=1,y =0.5) for M, of 0.01 and 0.5, respectively.
The analytic solutions are also shown in each plot. The re-
sponse delay in the calculated solution is due to the signal
transit time to that point. The low M, results exhibit excellent
agreement with the analytic solution in terms of both phase
and amplitude. The higher M, solutions show disagreement in
that the calculated pressure signal contains both amplitude
attenuation and phase lag errors. Figure 9 compares the ana-
lytic and calculated pressure profiles at specific times as a
function of y at the same downstream position for M, = 0.01
and 0.50. In agreement with the analytic solutions, Fig. 9
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Table 3 Comparison of expected and observed amplitude errors

vy =0.01 y =0.50 y =0.99
M Eq. (29), % Code, % Eq. (29), % Code, % Eq. (29), Code, %
0.01 —0.01 —-0.53 +0.37 —-0.50 —-0.57 +£0.01 —-0.70 —-0.98 +0.39
0.05 ~0.50 -1.19 x1.53 -2.38 —1.48 =032 —4.60 —2.07 +2.07
0.10 -0.10 -1.16 =+0.92 —4.55 —-2.50 +0.09 —8.57 —-5.09 +1.64
0.30 -0.27 ~2.34 x1.52 -11.60 -7.00 +0.30 —19.49 —-17.17 +6.47
0.50 —0.42 —3.53 +2.59 —16.64 —11.90 +0.63 —24.32 —28.79 +13.7
— — — Analytic,y=. .99
Y I — nalytic,y=.01 & .99 5 e
N —e— Cailculated, y=.01 - E
1.06 [ —&— Calculated, y=.99' — - ‘ .
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Fig. 10 Time response of pressure signal at x = A for two elevations
y =0.01 and y =0.99; for M; =0.50 (note that y =0.99 curves
marked by * have been scaled to match amplitudes at y = 0.01).

illustrates that sound pressure levels are concentrated near the
wall at high M,. The amplitude errors suggested in Fig. 8 are
evident in Fig. 9.

Figure 10 contains the analytic and calculated time histories
of pressure at x = A at two vertical elevations: near the wall
(y = 0.01) and near the edge of the shear layer (y = 0.99).
[Note that the y = 0.99 profiles have been magnified for clar-
ity of comparison since amplitude variations at high M, are
severe. This was done by multiplying the perturbations associ-
ated with both y = 0.99 curves by the ratio of F(y = 1) for
Ma, = 0.01to F(y = 1) for M; = 0.50 (see Table 2; magnifica-
tion = 0.04685/0.00624 = 7.5).] As mentioned earlier, the an-
alytic solution has a uniform phase speed cy/k across the shear
layer. However, initially the calculated solution exhibits a
different behavior. Figure 10 shows that the signal reaches the
upper elevation before the lower elevation. This response is in
approximate agreement with the eigenvalues of the pseudo-
compressible equation set. However, as the transient pro-
ceeds, the solution dynamics at the two elevations shift and
take on a nearly identical constant phase speed very close to
that imposed by the analytic boundary condition. In other
words, the pseudocompressible equation set responds initially
with its underlying hyperbolic characteristics, but as the up-
stream boundary condition drives the solution, the computed
solution takes on the linear dispersive dynamics of the
boundary condition. This readjustment is not due to any
reflection since the first wave has not yet reached the down-
stream boundary at the time it occurs.

Another numerical experiment was run in which the time-
dependent upstream boundary condition was changed to a
steady-state boundary condition after one cycle. The upper
elevation responded to this change in boundary condition
faster than the lower elevation. The difference in the time
responses could again be related to the local velocity depen-
dent propagation speed of the pseudocompressible equations.
This shows that once the time-dependent boundary condition
was replaced with a steady-state boundary condition, the pseu-
docompressible solution reverted to its hyperbolic nature. Re-
sults analysis shows that 8 controls the initial response time
but once the pressure signal arrives, the subsequent transient

1

Fig. 11 Amplitude, phase, and phase speed errors of the pressure
signal as a function of M, for k = 2=.

takes on the constant phase speed of the boundary condition.
Understanding the relationship between information trans-
mission and solution behavior in this class of problem is an
important area for future investigation.

The departure of the computed results from the analytic
solution can be used to assess the importance of the pressure
convection term. As reported in Figs. 8-10, the pseudocom-
pressible solution departs from the analytic solution as a func-
tion of M. A rederivation of Eq. (25) from Egs. (22-24), but
neglecting the pressure convection terms in Eq. (22), leads to
the following modified equation:

1 82p'> Pp’ ap’ M<62p’> oM <6v’>
- N AR A +200c0 — (2 ) (28
c02<dt2 ax T ay o \avar) TG Ve ) @

which differs from Eq. (25) by the omission of the following

two terms:
o <62p'>, M <"L>
ax? co \3xat

Using the analytic solutions [Eq. (26)], the magnitude of the
neglected terms can be compared to the left-hand side of Eq.
(25). The resulting expression is

_Mz@z_')_ﬂ_f 51)
dx? co \9xdt

amplitude error =~

= kM (1 — kM) 9
Since the right-hand side of Eq. (29) is always positive, the
amplitude error should be an attenuation and the magnitude
of the difference between the pseudocompressible and acous-
tic compressible solutions should increase with «M (for values
of «M <0.5).

Figure 11 is a composite plot of the observed amplitude,
phase, and propagation speed errors as a function of M, using
the x =\, y = N/2 location as the monitoring point. The
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figure indicates that all errors increase with increasing M,. In
congruence with Eq. (29), the amplitude errors are attenua-
tions. The phase lags noted in the previous time history plots
are also evident. Table 3 is a comparison of the expected [Eq.
(29)] and calculated solution amplitude errors at a variety of
M, at three elevations: y = 0.01, 0.50, and 0.99.

As predicted by Eq. (29), the errors increase in magnitude as
both M, and elevation increase. Additional numerical experi-
ments were run at M, =0.1 for various wave numbers
(k = m-6m). No systematic trends were observed. This is in
agreement with Eq. (29) which shows that amplitude error is
not a direct function of wave number. The calculated results
do exhibit larger amplitude errors in the low bulk velocity
region near the wall than that anticipated from Eq. (29).

An inference from these results is that the pressure convec-
tion term is unimportant for low M, fluid-acoustic problems.
However, this must be tempered with the limitations of the
specific test problem. First, this problem addresses only prop-
agation of an acoustic signal and the strength and behavior of
that signal are imposed from outside the simulation. Second,
only a single propagation mode was imposed. This is different
than a coupled fluid-acoustic problem in which the sound
production and propagation are a direct result of flowfield-
acoustic interactions.

IV. Concluding Remarks

This paper describes fluid-acoustic simulation techniques
including a conservation equation set, termed acoustic com-
pressible, to be used for such simulations. This equation set
is similar to the traditional pseudocompressible approach.
Since the pseudocompressible equations require less computa-
tional effort to solve, the question of whether they could be
used as a surrogate for the acoustic compressible equations
was explored. Similarities and differences between the pseudo-
compressible and acoustic compressible equation sets were
identified theoretically and investigated numerically. Results
demonstrate the importance of utilizing physically reasonable
compressibility assumptions. The steady-state, driven cavity
problem provided insight into the dependence of discretization
errors on (3. The transient, inviscid channel flow problem
showed that in order to approximate an incompressible as-
sumption, a value of 8 must be used which is high enough to
keep the wave propagation time scale sufficiently small com-
pared to the other problem time scales. If lower values of 3 are
used, wave interactions that are not present in incompressible
analyses can be obtained. The simulation of an acoustic wave
propagating through a shear layer required specific values of
8 in order to match the analytic solution. The calculations
provide evidence that the pressure convection term can be
neglected and the pseudocompressible equations with physi-
cally correct values of 3 can be used in low M, fluid-acoustic
problems.
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